PHYTOLOGIA BALCANICA 12(3): 345-350, Sofia, 2006 345
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Abstract.

Soybean (Glycine max) diseases are difficult to diagnose due to the similarity of symptoms and to deviations

between indicators of a given disease as a result of differences in local conditions or over time change. The
paper proposes a novel computational technique, evolutionary support vector machines, that can differentiate
four types of diseases found in soybean. The diagnosis is based on comparing symptoms displayed by the
considered plants and those of previously predicted cases. The proposed, highly accurate method provides a
way of validating expert decision-making and broadening of knowledge, and will assist in the management

of these diseases.
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Introduction

Soybean diseases are of major concern as it has been es-
timated that they reduce the worlds annual soybean
production by 11% per year, an equivalent of approxi-
mately 15 million tons (Ryley 2003). The most serious
diseases include canker (Diaporthe phaseolorum var.
caulivora) and rot (Macrophomina phaseolina). Other
important diseases, such as Phytophthora rot caused by
Phytophthora sojae, affect yield primarily through the re-
duction of soybean populations; in addition, Phytophtora
produces damage to the protein content of the seed.

Computational techniques that could identify and
differentiate each type of soybean disease, based on
comparison of symptoms displayed by the considered
plants and those of previously predicted cases, would
give a helping hand in controlling the diseases.

The paper proposes a method based on the state-
of-the-art computational heuristics related both to
machine learning and optimization. Evolutionary
support vector machines constitute a hybrid paradigm
between a successful learning technique represented
by support vector machines and powerful optimiza-
tion methods, named evolutionary algorithms.

Tests to validate the efficiency of the concept in di-
agnosing a specific type of disease in soybean plants
were conducted on the soybean (small) database from
the University of California at Irvine (UCI) Repository
of Machine Learning Databases!. The data set con-
tains information about plants suffering from 4 types
of soybean diseases, i.e. the three aforementioned, to-
gether with Rhizoctonia root rot.

Uhttp://www.ics.uci.edu/~mlearn/MLSummary.html
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Material and methods

The soybean collection contains 47 plant instanc-
es, each recording 35 attributes plus one attribute re-
flecting the corresponding disease. There are no miss-
ing values. The first 35 attributes enclose information
pertaining to the description of the environmental at-
tributes (e.g. normality of air temperature, precipita-
tion), the plant’s global attributes (e.g. seed treatment,
plant height) and the local attributes (i.e. condition
of leaves, stem, fruits — pods, seed and roots). A list
of these attributes is given in Table1 (Michalski &
Chilausky 1980). However, an indicator of the leaf
spot shape is missing from the UCI data set.

The last attribute of every record shows the disease
of the current soybean plant (the plant that a diagno-
sis is being made on). There are four diseases consid-
ered in this paper, i.e. canker, rot, Phytophtora rot, and
Rhizoctonia root rot. Indicators for each disease are
presented below (Colyer 2002; Soybean Plant Health
2006).

One highly destructive disease, canker (D. phase-
olorum var. caulivora), kills soybean plants from flow-
ering to maturity. The fungus lives on diseased stems
and seeds over winter. Canker has an increased in-
cidence during seasons with an elevated level of hu-
midity. First symptoms appear after flowering and are
characterized by small reddish-brown lesions at the

Table 1. Description of attributes for each plant in the considered soybean collection.

Category Attribute Possible values
Time of occurrence April, May, June, July, August, September, October
Plant stand Normal, less than normal
Precipitation Less than normal, normal, above normal
Environmental
attributes Temperature Less than normal, normal, above normal
Occurrence of hail Yes, no
Number years crop repeated Different last year, same last year, same last 2 years, ..., same last 7 years
Damaged area Scattered, groups of plants in low areas, groups of plants in upland areas, whole fields
Severity Minor, potentially severe, severe
Plant global Seed treatment None, fungicide, other
attributes Seed germination 90-100%, 80-89%, less than 80%
Plant height Normal, abnormal
Condition of leaves Normal, abnormal
Leaf spots — halos Absent, with yellow hallows, without yellow hallows
Leaf spots — margin With water soaked margin, without water soaked margin, does not apply
Leaf spot size Less than 1/8”, greater than 1/8", does not apply
Leaf shredding or shot holing | Absent, present
Leaf malformation Absent, present
Leaf mildew growth Absent, upper surface, lower surface
Condition of stem Normal, abnormal
Presence of lodging Yes, no
Stem cankers Absent, below soil line, at or slightly above soil line, above second node
Canker lesion color Brown, dark-brown or black, tan
Plant local Fungal fruiting body on stem | Absent, present
attributes External decay Absent, firm and dry, watery
Mycelium on stem Absent, present
Internal discoloration None, brown, black
Sclerotia - internal or external | Absent, present
Condition of fruits - pods Normal, diseased, few present, does not apply
Fruit spots Absent, colored, brown spots with black specks, distorted, does not apply
Condition of seed Normal, abnormal
Mold growth Absent, present
Seed discoloration Absent, present
Seed size Normal, less than normal
Seed shrivelling Absent, present
Condition of roots Normal, rotted, galls and cysts
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level of branches and petioles. These lesions extend,
become dark-brown or black, sunken and surround
the stem. Occasionally, the pathogen may be active
within the stem but cause no visible lesion. The leaves
display a yellow color between the veins that turns
necrotic. On dead plants, the leaves are shrivelled but
remain attached to the stem.

The symptoms of charcoal rot (Macrophomina
phaseolina) can be noticed primarily on roots, and at
the stem base, but can also appear higher above. The
taproot and lower stem have a grayish discoloration.
Ultimately, an infected plant loses vigour and dies.
Sclerotia, i.e. many small, black specks, below the bark
of root and lower stem are a diagnostic symptom of
charcoal rot. The name of the disease comes from the
appearance of sclerotia on the plant that resembles a
sprinkling of charcoal. The disease can reduce plant
height, root volume and weight by more than 50 %, as
well as seed number and weight. Seeds become smaller
in number and weight. Plants may also show a prema-
ture yellowing on the top leaves, or leaf drop (Colyer
2002) (Soybean Plant Health 2006).

Phytophthora root and stem rot (Ph. sojae) ap-
pears where soils are poorly drained, but can occur
in normally well-drained fields that are saturated for
7-14 days due to excessive precipitation or irriga-
tion (Nicholls 2004). The fungus survives as thick-
walled spores (oospores) in plant debris and in soil.
Symptoms appear at any stage of growth. Not all infect-
ed plants die but are less productive than the healthy
ones. Symptoms include reduced plant stands, dark le-
sions on stems and roots of seedlings often leading to
death, and on older plants, yellowing of leaves which
bend down but remain attached to the stem, loss of
vigour and a diagnostic dark-brown lesion on the low-
er stem. Phytophthora sojae causes loss of more than
US$ 1,000,000,000 per year to soybean growers.

Rhizoctonia root rot (Rh. solani) can be noticed on
dead plants in the beginning of summer. Infected seed-
lings have a red-brown lesion on the hypocotyl and of-
ten die, older infected plants are stunted with dark-
reddish lesions at the stem base and on roots, lateral
roots are pruned, and infected plants are often in cir-
cular patches (Yang 1996; Bradley & al. 2001; Soybean
Disease Research 2006).

Some features of the symptoms associated with
these four soybean diseases are similar (Kersten & al.
1999). A computational means of establishing the spe-
cific disease based on given symptoms and previous
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diagnosis of other such plants could prove to be very
useful in diagnosing the disease and commencing its
management.

A new supervised learning and optimization tech-
nique, called evolutionary support vector machines
(ESVMs) (Stoean & al. in press), has the potential to
solve the soybean disease diagnosis problem men-
tioned above.

As all supervised learning machines, ESVMs act in
two stages. In the training stage, the black-box con-
taining the correspondence between every data sam-
ple (plant symptoms), namely x, € R",and given class
(disease), Vi, i =1,2,...,m , is internally opened and
learnt. In the test step, prediction of the disease for
previously undiagnosed plants is performed, accord-
ing to what has been learnt.

ESVMs derive from the well-known paradigm of
support vector machines (SVMs), from which they
have inherited the formulation of the learning prob-
lem. Consequently, ESVMs solve any multi-class clas-
sification task (as is the case in the soybean problem)
by building pairs of two-class subproblems, solving
them and then applying a voting system.

Additionally, as two-class classifiers, i.e. y; € {— 1,1},
ESVMs regard the learning process in a geometrical
fashion, i.e. they assume the existence of a linear sep-
arating surface between classes, where data samples
lie either on its positive or negative side, according to
their class. Subsequently, the coefficients of this deci-
sion hyperplane have to be found, i.e. its orientation
(denoted by the n-dimensional w vector) and loca-
tion (denoted by b) and search has to be based on the
attributes of training data and corresponding class-
es (Fig. 1a). Nevertheless, since data are usually non-
linearly separable, ESVMs also allow for some er-
rors; indicators for errors are namely &,,i =1,2,...,m,
which exceed unity when signaling an error (Fig. 1b).
Furthermore, an extension is also available to han-
dle this situation in a nonlinear and natural fashion:
a procedure that maps the data into a higher dimen-
sional space, where they can be linearly separated, is
conducted; this leads to a nonlinear separating surface
in the initial space (Fig.2).

Since ESVMs impose that the separating surface to
be found has to generalize well, i.e. the accuracy on the
particular training set and the capacity of the machine
to learn any training set without error are well balanced,
all the concepts above can be expressed as the following
optimization problem, which is the core of ESVMs:
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(a) ®)

Fig. 1. A linear separating surface between classes, i.e. the middle
line; the two dotted lines are the supporting surfaces for each of the
two classes (a). Separating and supporting surfaces between classes
and indicators for errors (deviations from the ideal condition of
separation); label 1 corresponds to & =0, which means data vec-
tor correctly placed; label 2 matches £ <1, which is still correctly
placed (in the margin); and label 3 denoted, & >1 which means
error of classification (b).

lem expresses the learning problem that has to be
solved, in order to determine the hyperplane that lin-
early separates data in the higher space and which
can be reversely, through the means of the same ker-
nel, interpreted into the corresponding nonlinear
function of the initial space.

The objective function in the formulation above
corresponds to the requirement that the machine
can also learn other training sets, while the con-
straints formally translate the condition that the hy-
perplane separates well among data of the two class-
es. Indicators for errors are also present in the ESVM
formulation, in order to allow for some classification
errors as long as they are kept to a minimum; hence,
the inclusion of the sum of indicators in

e e
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the objective function with the presence
of a variable that assigns penalty for the
errors (denoted by C).

Accordingly, either a radial separating
surface (Fig.2), or a polynomial (odd or
even) one (Fig.3) is obtained, subsequent
to the solving of the optimization problem.

Now, parting from the mother para-
digm of SVMs (which employs a complex
method of Lagrange multipliers), ESVMs
reach the solution to the optimization
problem above through a simpler and
more direct way, i.e. by applying a stand-

Fig. 2. A situation of nonlinear separable data (a). The data are
mapped into a higher dimensional space where they are linearly
separated (b). This corresponds to a nonlinear (radial) separating
surface for the initial data (c).

,,,,,

find the optimum values for w and b so as to mini-
mize the objective function

%K(W,w)+CZ§i , C>0

T Knx)-b)21-&
£>0 ’

i =1,2,...,m,where K is called a kernel and can ei-
ther be polynomial, K(x,y) = <x, y>p (where p=1
corresponds to the linear case), or radial,

st
K(x,y)=e “ .Thekernel is the function that is
able to map the initial nonlinearly separable data into
the higher dimensional space, where samples are lin-
ear. The above formulation of the optimization prob-
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Fig. 3. Other situations of nonlinear separable data (a), (c). This
corresponds to a nonlinear separating surface, i.e. odd poly-
nomial in the first case (b) and even polynomial in the second
situation (d).
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& Smith 2003). The idea behind an EA is based on
principles of the theory of evolution and laws of ge-
netics. Having a fitness function to be optimized, a
set of randomly generated candidate solutions (or in-
dividuals) are created in the domain of the function
and are evaluated - fitter individuals (or solutions)
are considered those with better values for the fit-
ness function. The evolutionary process starts when,
based on the fitness values, some of them are selected
to be the parents of the population in the next gen-
eration by applying recombination and/or mutation
to them. Recombination takes place between two or
more individuals and one or more descendants (or
offspring) are obtained; descendants borrow partic-
ularities from each of the parents. When mutation
is applied to a candidate solution, the result is a new
candidate that is usually only slightly different from
its parent. After applying these variation operators,
mutation and recombination, a set of new individ-
uals is obtained that will fight for survival with the
old ones for a place in the next generation; the can-
didate solutions that are fitter are advantaged in this
competition. The evolutionary process resumes and
usually stops after a predefined computational effort
limit is reached.

In ESVMs, an individual is represented by the co-
efficients of the hyperplane, i.e. w and b, together with
indicators for errors of separation, ie. &,,i =1,2,....,m.
The fitness function is defined as to comprise the ob-
jective criterion and penalize the individuals that vio-
late the constraints through the penalty function ¢

F (W, Wy w, D)) =W + .+ W +Zm:[t(yi(<w,xi>—b)—l)]2

i=1

a,a<0
, and one

where ?:R— R,t(a)= )
0,otherwise

is led to minimize (f(c), c).

In the end of the algorithm, the coefficients of the
separating surface, i.e. w and b, are obtained and the
class for a new data sample is appointed, following the
sign of the resulting hyperplane.

In order to apply ESVMs to the soybean diagnosis
problem discussed above, which is 4-class, a number
of six two-class ESVMs classifiers are built, every time
bringing one class against another. When coefficients
of every separating surface are found, a voting system
is applied in order to decide the disease for a new soy-
bean plant.

Results

Before validating the new approach as an appropri-
ate means of diagnosing soybean diseases based on
symptoms, the following settings were performed.
For 30 times, the collection was randomly split into
75 % training - 25 % test cases.

Parameters of the support vector machine and
EA were manually chosen at first and subsequent-
ly adapted to the problem by means of a state-of-
the-art parameter tuning method called sequential
parameter optimization (SPO) (Bartz-Beielstein
2006). Starting from a Latin hypercube sample
(LHS), this method employs a nonlinear regression
model on the parameters of an optimization algo-
rithm, supported by kriging for error estimation.
Parameter configurations that promise high ex-
pected improvement are then tested in a sequential
manner, concurrently incorporating newly available
information into the model to increase its accuracy.
Moreover, SPO is also an integrated approach for
applying proper statistical techniques, as hypoth-
esis testing. For the classification problem treated
in this work, it enabled finding suitable parameters
for the embedded EA, resulting in a near-optimal
ESVM classification result.

Accuracy is computed on the test set and its val-
ue is given by the percent of cases that were correct-
ly classified by ESVMs. Obtained results are depict-
ed in Table2 and prove the suitability and success of
the method in diagnosing a type of soybean disease
in new plants, based on symptoms and
disease of earlier diagnosed ones.

Table 2. Obtained test accuracy in 30 runs for forecasting the
disease for new, undiagnosed soybean plants through ESVMs.

Parameter tuning Descriptors Test accuracy

Average 99.02%
Worst 94.11%

Manual
Best 100 %
Standard deviation 2.23%
Average 99.80 %

SPO Worst 94.11%
Best 100 %
Standard deviation 1.05%

Comparison to other previously applied techniques
for the soybean task was also conducted. Unfortunately,
a direct comparison to standard SVMs could not be
performed, as no results for this data set were found in
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literature. Accuracy for the soybean diagnosis problem
was reported by Bailey & al. (2003), where classification
with constraint emerging patterns and the Naive Bayes
method were conducted. The former method provid-
ed an accuracy of 95.50 % (reaching 100 % when a pair-
wise classification strategy was employed), while the
latter resulted in 98 % accuracy.

Discussion

The aim of this paper was to demonstrate the suitabil-
ity and ability of a new computational learning tech-
nique to identify a disease in soybean plants based
on symptoms and knowledge of previous cases. Data
came from the UCI repository of machine learning
databases and used 35 indicators to predict the class
for 4 types of soybean diseases: rot, Phytophtora rot,
Rhizoctonia root rot, and canker.

The novel ESVMs were conceptually envisaged as
a simple, i.e. no complex mathematics, well perform-
ing tool for difficult classification problems. As a conse-
quence, ESVMs inherited the high classification power
of standard SVMs, which is due to the natural separa-
tion model they implement. On the other hand, ESVMs
enhanced the performance of their parent through the
use of the powerful optimizers that EAs represent. As
a result, the new technique brings a simpler and more
straightforward alternative to the solving of the inher-
ent optimization problem. Moreover, the coefficients
of the separating surface are acquired in a direct man-
ner, opposite to standard SVMs, where most of the time
they cannot be obtained at all (more mathematical arti-
fices are performed in order to label new data).

The obtained results prove the suitability of proposed
technique in checking the consistency of decision-mak-
ing when labeling soybean plants as affected by a certain
type of disease. The method can be successfully applied
to handle other categories of soybean diseases.

In conclusion, ESVMs are both a simpler alternative
to other classifiers and also provide very good and accu-
rate results for the given soybean task. The methodolo-
gy can nevertheless be broadened successfully to handle
other prediction tasks from the phytological domain.
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