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Abstract. Modern plant taxonomic classification has progressed steadily since the 18th century modified by the 
advancement in morphology, evolution, and genetics. This paper introduces a novel computational technique, 
based on the machine learning paradigm, which can accurately differentiate between different species of plants. 
Discrimination is based on an artificial neural network trained to learn by examples and using numerically 
quantified features of plants. This neural computing-based approach represents an efficient tool in the computer-
aided taxonomy. An illustrative application concerning the classification of Iris flowers is also presented. 
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Introduction

Taxonomy (Greek verb τασσεῖν or tassein = “to clas-
sify” and νόμος or nomos = “law, science”) is the 
method by which scientists, conservationists and 
naturalists classify and organize the vast diversity 
of living things in an effort to understand the evo-
lutionary relationships between them. Modern tax-
onomy originated in the mid-1700s when Swedish-
born Carolus Linnaeus (Carl von Linné) published 
his famous Systema Naturae (first edition – 1735, 
eleven pages only), outlining his new and revolu-
tionary method for classifying and especially for 
naming living organisms. Biosystematics, as a study 
of the diversity of life and the relationships among 
living things in time, uses taxonomy (or often, sci-
entific classification) as a primary tool in under-
standing organisms.

Plant taxonomy, one of the main branches of tax-
onomy, basically represents the science that finds, de-
scribes, classifies and names plants (Stace 1992). It 
originated in the earliest classifications of plants made 
by the Greek philosophers, such as Aristotle and 
Theophrastus, and got a scientific characteristic due 
to Linnaeus’ Species Plantarum (1753). Modern plant 
classification involves chemical and morphological 
analyses and, ultimately, DNA-based techniques.

Artificial intelligence (AI) is a branch of Computer 
Science concerned with making computers behave like 
humans (the term was coined in 1956 by John McCarthy 
at the Massachusetts Institute of Technology – MIT). 
The goal of AI is the development of paradigms or al-
gorithms that require machines to perform cognitive 
tasks, at which humans are currently better. Machine 
learning (ML), one of the broad subfields of AI, is con-
cerned with the development of algorithms and tech-
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niques that allow computers to “learn”. One of the main 
topics covered by ML is represented by the artificial 
neural networks or, simply, neural networks (NN), also 
known as neural computing, a methodology originat-
ing in the mid-1900s and introduced by the neurophys-
iologist W. McCulloch and the logician W. Pitts (1943), 
attempting to imitate the way a human brain works by 
creating connections between processing elements, the 
computer equivalent of neurons. NN, with their re-
markable ability to derive meaning from complicated 
or imprecise data, can be used to extract patterns and 
detect trends that are too complex to be noticed by ei-
ther humans or other computer techniques. In summa-
ry, the main disadvantages of using NN are the follow-
ing: (a) generally they have no design theory or unique 
solution, (b) they cannot be generally guaranteed to 
converge on their global minimum, or occasionally to 
even converge at all, (c) they are too slow for practi-
cal use in large-scale issues. Furthermore, the problem 
of training NN to perform well is a sensitive issue, es-
pecially for cases where only very limited numbers of 
training samples are available (i.e. the network overfits 
the training data and fails to capture the true statistical 
process generating the data). To overcome such a prob-
lem the computational learning theory is used.

Despite their ability to learn by example, which makes 
them very flexible and powerful tools in knowledge dis-
covery, they have not been intensively applied in taxono-
my yet. Among the very few contributions in this domain, 
we can mention the plant seed classification (Goodacre 
& al. 1996), taxonomic discrimination of higher plants 
(Kim & al. 2004), or species identification (Clark 2003). 
Accordingly, the aim of this paper is to develop a NN-
based methodology, capitalizing on their ability to learn 
from data with or without a teacher and thus making of 
them invaluable tools in classification or pattern recogni-
tion. In order to illustrate the practical use of such a tech-
nique in taxonomical research, we have applied it to the 
Iris database (Fischer 1936).

Fig. 1. Th e synthetic 
model of a biological 
neuron.

Material and methods

NN represent a Computer Science discipline con-
cerned with non-programmed adaptive informa-
tion processing systems that develop associations 
between objects and response to their environ-
ment. The basic unit of any NN is represented by 
an artificial neuron, which captures the essence 
of the biological neural model, synthetically dis-
played in Fig. 1.

Basically, the neuron receives a certain number of 
inputs xi and sums them to produce an output. Usually 
the sums of each node are weighted (the weight pa-
rameters wi), and the sum is passed through the acti-
vation function, to produce the output of the neuron. 
The synthetic scheme of an artificial neuron is illus-
trated in Fig. 2.

There are two phases in neural information 
processing: the training phase and the using phase. In 
the training phase, a training dataset is used to deter-
mine the weight parameters wi that define the neural 
model. This trained neural model will be used later in 
the using phase to process real test patterns and yield 
classification results.

The perceptron (Rosenblatt 1962) is the simplest 
form of NN, also called a single-layer network, used 
for the classification of linearly separable patterns (i.e. 
patterns that lie on opposite sides of a hyperplane) 
only (perceptron convergence theorem – Rosenblatt 
1962). Basically, it consists of a single neuron with ad-
justable (synaptic) weights. Since NN with a single 
layer of weights has very limited capabilities in solv-
ing complex classification problems, we have to con-
sider networks consisting of successive layers of adap-
tive weights, that is a multi-layer perceptron (MLP) 
(Rumelhart & al. 1986a, b). A synthetic scheme of a 
multi-layered network (two hidden layers) is present-
ed in Fig. 3.
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A MLP has three distinctive characteristics mak-
ing it capable, at least theoretically, to represent a wide 
range of computable functions:
y The model of each neuron in the network usu-

ally includes a smooth (i.e. differentiable every-
where) nonlinear activation function, as opposed 
to Rosenblatt’s perceptron, generalizing the in-
put-output relation of the network;

y The network contains one or more layers of hidden 
neurons that are not part of the input or output of 
the network, enabling the network to learn com-
plex tasks by extracting progressively more mean-
ingful features from the input data;

y The network exhibits a high degree of connectivity 
between neurons.

Note that networks with just two layers are capable 
of approximating any continuous function.

The architecture of NN (number of neurons and 
topology of connections) can have a significant im-
pact on its performance in any particular application. 
Various techniques have been developed for optimiz-
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ing the architecture, in some cases as part of the net-
work training process itself. Techniques such as ex-
haustive search through a restricted class of network 
architecture, pruning algorithms, or network commit-
tee and mixture of experts, are commonly adopted in 
practice. Finding an appropriate architecture for a giv-
en application by using techniques of these forms re-
quires a significant computational effort, which is a 
time- consuming process. An alternative approach is 
to consider automated optimization procedures by us-
ing, for instance, evolutionary computation (e.g. ge-
netic algorithms, genetic programming).

In the classification problems area, a useful inter-
pretation of network outputs is to estimate the proba-
bility of class membership, in which case the network 
is actually learning to estimate a probability density 
function (p.d.f.). This special case of NN, known as 
probabilistic neural networks (PNN) (Specht 1988), 
provides a general solution to pattern classification 
problems by following the probabilistic approach 
based on the Bayes decision theory. Basically, PNN 
represents a three-layer network, consisting of: (a) a 
pattern layer, (b) a summation layer and (c) a decision 
layer. The network paradigm uses a sum of small mul-
tivariate Gaussian distributions, centred at each train-
ing sample, that is:
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to estimate the p.d.f ’s  fi(x) corresponding to each de-
cision class Ωi. The key factor in PNN is the way to de-
termine the value of σ. Although the smoothing factor 
is chosen heuristically, there are different improve-
ments to speed up the searching process (Gorunescu 
& a. 2005a, b, c).

In conclusion, in the training mode NN is trained 
to associate outputs with input patterns. When NN is 
used, it identifies the input pattern and tries to output 
the associated output pattern. If a pattern that has no 
output associated with it is given as an input, NN gives 
the output that corresponds to a taught input pattern 
that is least different from the given pattern. For more 
details concerning NN, see (Bishop 1995), (Haykin 
1999) and (Zaknich 2003).

Taxonomic classification is an act of placing an 
object/instance into a set of categories based on the 
properties of the object/instance. Algorithmically, the 
process of classification involves:Fig. 3. Th e synthetic scheme of a multi-layered network (MLP).

Fig. 2. Th e synthetic scheme of an artifi cial neuron.
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• Input: A collection of records (training set). Each 
record contains a set of attributes; one of the at-
tributes is the class.

• The findings of a model for class attribute as a func-
tion of the values of other attributes;

• A test set is used to determine the accuracy of the 
model. Usually, the given dataset is divided into 
training and test sets, with the training set used to 
build the model and the test set used to validate it;

• Output: previously unseen records should be as-
signed a class as accurately as possible.
While there are many methods for classification, 

the usual computer-aided techniques are the follow-
ing: decision tree-based methods, rule-based meth-
ods, memory-based reasoning, neural networks-based 
methods, naïve Bayes and Bayesian belief networks, 
support vector machines.

Technically, let us consider the general case of the 
q-category classification problem, in which the states 
of nature are denoted by Ω1, Ω2,…, Ωq. The goal is to 
determine the class (category) membership of a mul-
tivariate sample data (i.e. a p-dimensional random 
vector x) into one of the q possible groups Ω1, Ω2,…, 
Ωq. Concretely, each object/instance to be classified 
is represented by a p-dimensional vector, denoted 
x = (x1, x2,…, xp), where the components xi represent 
some of the most important characteristics (attributes) 
leading to the right classification. The choice of main 
attributes used in the classification process strongly 
depends on the human expertise in the respective do-
main. Let us remark that the data concerning the ob-
ject attributes can be: numerical (quantitative), cate-
gorical (qualitative), ranks, percentages, rates, scores 
etc. For instance, we can handle continuous data, such 
as leaf length or width; nominal data, such as flow-
er colour; ordinal data, such as small, medium, large 
(size); ratio, such as counts etc. Note that non-numer-
ical data must be quantified in an appropriate form. 
Next, a distance measure in the feature space, in order 
to quantify the difference between objects, is needed 
to accomplish the classification process. 

To conclude, in plants taxonomy we need a set of 
plants with some significant features, coded/digital-
ized in order to be processed by computer, and a crite-
rion to be used in classification.

In order to highlight the efficiency of this computer-
aided taxonomy, we have considered the problem of clas-
sifying the Iris plant, taking into account three flower types 
(classes): Setosa, Virginica, Versicolour, and four attributes: 

sepal width and length and petal width and length. Note 
that the length and width of the petals/sepals varies not on-
ly between types but also within the same type of Iris. The 
chosen features adequately separate the three flower types. 
Data came from the UCI Machine-Learning Repository 
(http://www.ics.uci.edu/~mlearn/MLRepository.html). 
The dataset consists of 150 Iris flowers in the following dis-
tribution: 50 Setosa, 50 Virginica and 50 Versicolour.

Results

We have used two main types of NN in the classifica-
tion process: (a) the multi-layer perceptron (MLP) and 
(b) the probabilistic neural network (PNN).

In order to evaluate the classification efficiency, two 
main metrics have been computed: the testing error, 
along with the corresponding performance of the clas-
sifier. Moreover, NN can conduct a sensitivity analy-
sis of its inputs, indicating which attributes are consid-
ered more important. The sensitivity analysis can give 
important insights into the usefulness of individual 
attributes. Concretely, since in general the attributes 
are not independent, the sensitivity analysis rates at-
tributes according to the deterioration in modelling 
performance that occurs if that attribute is no long-
er available to the model. In conclusion, important at-
tributes have a high error, indicating that the network 
performance deteriorates badly if they are not present. 
Thus, the sensitivity analysis identifies variables that 
can be safely ignored in subsequent analysis, and key 
variables that must always be retained.

The 10-fold cross-validation has been used as a 
testing method. Accordingly, the classification accu-
racy is computed 10 times, each time leaving out one 
of the sub-samples from the computations and using 
that subsample as a test sample for cross-validation, 
so that each subsample is used 9 times in the learning 
sample and just once as a test sample. The best results 
obtained using this computer-aided classification, 
running a number of 29 NN (15 MLP and 14 PNN), 
are depicted in Table 1 and prove the suitability and 
success of this methodology. 

Table 1. The classification results obtained running NN on Iris flower.

NN type Inputs Hidden layers TError Performance

MLP 4 6 6.43 % 95.14 %

PNN 4 80 2.92 % 98.57 %
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The number of inputs in the network represents 
the number of variables before pre-processing (each 
network includes its own pre- and post-processing 
layers). Note that the number of hidden layers, to-
gether with the number of input variables, defines 
the complexity of the network. The testing error 
(TError) is most relevant as an indicator of the abil-
ity of the NN to make predictions given new data. 
This is the root mean square (RMS) of the errors on 
each individual case, where the error on each indi-
vidual case is measured by the network’s error func-
tion. Performance, representing a measure of the 
success of the network, is actually measured on the 
testing subset. For NN used in the classification is-
sues, performance is the percentage of cases correct-
ly classified. From Table 1 follows that PNN is the 
best classifier in this concrete case. The sensitivity 
analysis showed that the hierarchy (descending or-
der) of the four attributes is the following, regardless 
the NN type: #1 petal width, #2 petal length, #3 sepal 
width and #4 sepal length. 

Discussion

The methodology developed by us makes possible the 
exploration and analysis by automatic means of large 
quantities of data related to plants characteristics, in 
order to obtain an optimal classification. The purpose 
of this paper is to demonstrate the suitability and abil-
ity of the NN methodology in classification problems 
regardless of the type of features, as long as these char-
acteristics are (numerically) coded in an appropriate 
manner. 

In the example presented in this paper, the petal 
and sepal dimensions are correlated. This means that 
it is possible to achieve a good degree of discrimina-
tion by using the petal/sepal length or width alone, 
and only a slightly better discrimination with both. 
Accordingly, in a concrete plant taxonomy issue, when 
selecting a large number of features, it is more than 
likely that there will be some correlation between them 
(identified by the sensitivity analysis). Consequently, 
it may be desirable to reduce the dimension of the fea-
ture vector by various statistical methods to achieve 
the smallest essential dimension without any loss of 
actual discriminating information.

It is worthwhile to add that this methodology 
can be successfully used in other phytological do-

mains, such as identification of plants diseases, for 
instance, based on symptoms and knowledge of 
previous cases. 

NN are still in their infancy, but it is very likely that 
they will eventually and very soon have applications in 
almost all real systems, including phytology too. NN 
learn by examples so the details of how to recognize 
the plant are not needed. What is needed is a set of ex-
amples that are representative of all the variations of 
the plant concerned in the classification process. This 
approach was designed as a computer-assisted method 
for plant classification or other prediction tasks in the 
phytological domain, helping the researchers make an 
optimal decision. 
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